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Agenda 
•  MPSoPC’s == Opportunities ^ Challenges 

•  Automating Architecture Generation 

•  Enabling High Level Programming Models 

•  Conclusion 
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FPGAs: Accelerators -> MPSoPC’s 

Single Accelerator + FIFO Interface 
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Required Designer Capabilities Changing: 

Historical Freshman Digital Design Skills No Longer Sufficient 

Senior Level Computer Architecture Knowledge Required 
 Parallel Architectures: SMP, NUMA 
 Multi-Tiered Memory Hierarchy Design 
 Cache Coherency Protocols 
 “Beefier” Interconnects 
 DMA’s,Timers,UARTS,PICS, 

New Capabilities Bring New Challenges 
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Design Automation Needed at Higher “Architecture” 
Level Abstraction 

Historical: By-Hand  Integration/Assembly Capabilities 
 Not Sufficient for Handling Complexities,  
 Error Prone, Time Consuming, Tedious,  
 Low Level Vendor Specific Tools  

New: Architecture Synthesis 
 Automate Integration of Soft IP Components  
 Into “Base” Multiprocessor Systems 

New Capabilities Bring New Challenges 
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New Capabilities Bring New Challenges 
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Abstractions and Models: 

Old: Component Synthesis for C to Gates 
 VHDL, State Machines for Accelerators 

New: Scalable Parallel Programming Models 
 (Heterogeneous) Concurrency,  
 Threads,Vector,SPMT  

New Capabilities Bring New Challenges 
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Our Approach 
•  Automate Creation of Architecture Overlays 

–  Create SMP and NUMA Architectures 
–  Heterogeneous Processor Types, All Sys IP Components 

•  Enable Pthreads Programming Model 
–  Allow Debug on PC, Cross Compile to Target Platform 
–  Provide Hardware Microkernel Op Sys + Middleware 
–  *Includes Transparent/Scalable Scheduling 

–  You Create Threads for your application, OS maps across 
heterogeneous resources.   No change to program for different 
MPSoPC’s configurations ! 

•  Accessibility via Cloud 
–  Architecture Overlay Created/Formatted for Vendor Tools 
–  Compilation + Linking to OS 
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Architecture Generation 
•  What Should Designer See ? 
•   Simple Interface Such That…. 

•  No Need for having gotten “A” In Computer Architecture 
–  In fact, no requirement for even having take Computer 

Architecture 

•  Free Designer from tedious, error prone 
assembly of advanced architecture concepts 
•  For 80,000 Hardware Designers, Can then Modify 
•  1.2 M Software/Application Engineers Use As Is….. 

•  Lets see….. 
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Peeking at SMP Architectures…. 

Global 
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Memory 
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Peeking at SMP Architectures…. 

Global 
Shared 
Memory 

Built In 
OS HW 
Microkernel 

No Need For  
You  To Port O S 
(Linux) 

Boot + (HAL) OS 
Code 

Interface for O S  
Distributed 
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Peeking at SMP Architectures…. 
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Peeking at NUMA Architectures 
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Peeking at NUMA Architectures 

“Node” = 
IRAM 
DRAM 
CPU 
+connections 
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Peeking at NUMA Architectures 

Automatic 
Grouping & 

Sizing of PE’s 
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Peeking at NUMA Architectures 

Implicit xfer in 
thread_create() 
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Peeking at NUMA Architectures 

Implicit xfer in 
thread_create() 
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But Wait: Reality Check……. 
“Hardware” Design Small Subset of Overall System 

Implementation Effort 

•  Software Development Effort Generally O(10x) Greater 
than Hardware Development 

•  Do You Want to Build Software Infrastructure ? 
•  “Scalable” Programming Model (HLL + Middleware) 
•  Run Time System (Operating System + Debug 

Support) 
– Cross Compiler + Linker + Run Time System 
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Pthreads Compliant System 
User Submits Pthreads Compliant Code 

 Compilation + Linking Scripts Invoked on Local 
Server 

User Gets Executable For a Particular System 
 First Line in Program is comment line with 
compilation-linking key 
  Needed for linking correct libraries 
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File= mutex_correctness.c 
// Compilation Key: 00111111101111800 6 64 8192 9600 FPL_Demo_SMP_06 
#include <hthread.h> 
#include "hetero_time_lib.h” 
#include <util/rops.h> 
#include <mutex/commands.h> 
#include <mutex/hardware.h> 

// Data logging 
#define NUM_THREADS     (8) 
#define NUM_ITERATIONS  (2) 
#define NUM_LOOPS    (100) 
#define WORK_DELAY   (10000) 
#define TIMER_BASE_ADDR (0x840B2000)  

Complete file can be seen as example on web page 
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A little on hthreads  
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hthreads OS Framework 
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hthreads OS Framework 
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Pthreads Compliant Plus……. 
Scheduler 
     Thread Manager 
             Synch Manager 
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Traditional  or 
New 
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Performance with Linux 
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Pthreads Compliant Plus……. 
int main(int argc, char *argv[]){ 
  for (i = 0; i < NUM_THREADS; i++){     

 dynamic_create_smart( &hwThread[i], &hwAttr[i], (void*)   
                                        worker_thread_FUNC_ID, &arg[i] ); 

  } 
} 

sys_call 
Schedules over all 
 Processor Resources 



Computer System Design Lab 72 

Pthreads Compliant Plus……. 
int main(int argc, char *argv[]){ 
  for (i = 0; i < NUM_THREADS; i++){     

 dynamic_create_smart( &hwThread[i], &hwAttr[i], (void*)   
                                        worker_thread_FUNC_ID, &arg[i] ); 

  } 
} 

sys_call 
Schedules over all 
 Processor Resources 

.exe’s for each 
Processor/accel 
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Pthreads Compliant Plus……. 
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Pthreads Compliant Plus……. 
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Pthreads Compliant Plus……. 
int main(int argc, char *argv[]){ 
  for (i = 0; i < NUM_THREADS; i++){     

 dynamic_create_smart( &hwThread[i], &hwAttr[i], (void*)   
                                        worker_thread_FUNC_ID, &arg[i] ); 

  } 
} 
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User1

User2

Hthreads
System Build

Serve

Hthreads
Compile
Server
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User1

User2

Hthreads
System Build

Serve

Hthreads
Compile
Server

Hthreads
System Build Page
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User1

User2
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System Build

Serve
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Server
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User1

User2

Hthreads
System Build

Serve

Hthreads
Compile
Server

Hthreads
System Compilation Page
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User1

User2

Hthreads
System Build

Serve

Hthreads
Compile
Server

System1
ELF File

System2
Error Report



Computer System Design Lab 87 

User1

User2

Hthreads
System Build
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Heterogeneous Compilation 
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Heterogeneous Compilation 
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Heterogeneous Compilation 
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Utility: Overhead of RPC Calls 
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Utility: SMP/NUMA Comparisons 
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Status 

Philosophy: Get it working, Then Optimize 
 Creation of SMP/NUMA Overlays 
 Compiler/Linker  

Existing Capabilities Ready to Use but 
“Primitive” 
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Status 
Now, What To Optimize….. 
Cross Platform Independence: 

 Show same design mapping to different 
 Vendor Formats 

Platform Customization/Optimizations: 
 Component Allocations/Partitionings 
  Interconnects,Memory 
 Application Customization 
  Extensible Processors, Accelerators 
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Integrate Vector CPUs (+Protocol Stack) 


