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FPGA Floor-planning 

• Ever-larger FPGA devices 
increase placement 
problem difficulty 

• Vendors suggest floor-
planning to guide 
placement 

• A floor-plan is a map of 
design submodules to 
physical FPGA regions 
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Presenter
Presentation Notes
Driven by larger devices and devices formed from multiple die. Placing and routing big flat monolithic designs is time-consuming, especially when you take into account that with mature designs only a small amount of the design is usually modified at a time. Floor plans allow designers to control the physical outlines of their modules. This allows incremental design and development to take place. In addition, it can help to limit the amount of time it takes to implement a design change by limiting place and route to smaller amounts of circuitry.



How to Floor-plan? 

• What aspect ratios are best for 
submodules that comprise the floor-plan? 

• How much area should be allocated for a 
submodule? 

• What impact do area constraints have on 
the maximum clock rate for a submodule? 

• What guidelines should be followed when 
assigning submodules to physical 
locations on the FPGA? 
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Presenter
Presentation Notes
Some of these questions originally arose from a RapidSmith project called HMFlow that explored the use of hard macros as a way to reduce implementation time. Once implemented, hard macros were stored in a library and then later reused. At the time we wondered what the best shape might be for those modules. Later on we decided to apply this to the general problem of floorplanning. These were the questions that we sought to answer.



Xilinx Device Tiles 
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Presenter
Presentation Notes
We used RapidSmith extensively throughout this project. We used its built-in viewers to verify our results and to to programmatically generate the area and timing constraints for our experiments.



Independent Submodule Implementation 
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Presenter
Presentation Notes
Each module was implemented so that it was completely stand-alone so we could run place and route experiments independently on each module.



Submodule Resource Requirements 
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Submodule   Logic LUTs   Memory LUTs   Registers   BRAMs   DSPs  
FFT 2574 571 4001 5 12 
FIR 3106 36 7376 0 100 
FP 13270 450 21584 12 40 
Microblaze 1395 84 1443 0 3 
Mult 362 23 466 0 0 
Picoblaze 113 34 135 0 0 

Presenter
Presentation Notes
We tried to select a variety of modules to use as benchmark circuits. Some of them are relatively small such as the Mult or Picoblaze. The FIR filter and double-precision floating point quadratic equation solver (FP) are generated from C++ code by Xilinx AutoESL. The FFT originates from a design in SystemGenerator. Some made use of BRAMs and DSP blocks while others did not. The Microb- laze (MB) and Picoblaze (PB) microcontrollers are available from Xilinx, as well as the CoreGen LUT-based multiplier (Mult). 



Submodule Baseline Clock Constraints 
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FIR Submodule  without  Area Constraints 

Presenter
Presentation Notes
At the outset we had to determine a “reasonable” clock rate. We did an initial set (100) of place/route runs to determine a suitable clock constraint. Ultimately we were looking for something that was a little stressful for the tools but not impossible. Just go on to explain the figure.



Area Constraint Variation 
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Presenter
Presentation Notes
We varied two major parameters: aspect ratio and overhead.



100,000’s of Implementations 
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Area Constraint Generator 

BUILT ON 

RAPID SMITH 

For each submodule: 
• Aspect Ratio: all ratios from ints 1 to 5. 
• Area Overhead: 0-150%, 10% step 
• Seeds: all MAP seeds (-t [1…100]) 
• Scripted constraint generation 

 

Presenter
Presentation Notes
The xc5vsx240t-2 device is selected as the largest device in the Virtex 5 SX family. Thank goodness for supercomputers. We ran many more place/route jobs for a few months than we have probably run in the entire history of FPGA work at BYU. A bit over 1 million place/route jobs were run for this effort.



Submodule Implementation Results 
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Presenter
Presentation Notes
Now starting a sequence of results for each of the submodules for meeting their timing constraint.



Submodule Implementation Results 
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Submodule Implementation Results 
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Submodule Implementation Results 
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Submodule Implementation Results 
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Submodule Implementation Results 
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Presenter
Presentation Notes
Gemoetric mean for all modules.



General Results 
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• Any combination of 
aspect ratio and area 
overhead can meet 
timing constraints 
 



General Results 
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• Any combination of 
aspect ratio and area 
overhead can meet 
timing constraints 
 

• Above 20% area 
overhead, most 
combinations meet 
timing at least as often 
as implementations 
without area constraints 

Presenter
Presentation Notes
Right-side of red-line does at least as well as no area constraints.



General Results 
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• Any combination of 
aspect ratio and area 
overhead can meet 
timing constraints 
 

• Above 20% area 
overhead, most 
combinations meet 
timing at least as often 
as implementations 
without area constraints 
 

• At or below 20% area 
overhead, aspect ratio 
noticeably impacts 
results.  Moderate 
aspect ratios preferred. 
 

Presenter
Presentation Notes
Left side of red line is 10-20% or so. Right side of line is much higher.



Exceptional Results 
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• FIR submodule cannot 
meet timing at all 
combinations 

Presenter
Presentation Notes
FIR filter is more picky.



Exceptional Results 
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• FIR submodule cannot 
meet timing at all 
combinations 
 

• Prefers 2.0 aspect ratio  
 

One 
Vertical 
Tile Hop 

Two 
Horizontal 
Tile Hops 

Equivalent Wire Delays 

Aspect Ratio = (W/H) = (2/1) 
For Minimizing Maximum Wire Delay 

Presenter
Presentation Notes
Prefers about a 2.0 aspect ratio: twice as wide as tall.



Exceptional Results 
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• FIR submodule cannot 
meet timing at all 
combinations 
 

• Prefers 2.0 aspect ratio 
 

• Area Constraints 
crossing the central 
clock column are 
troublesome 
 



Submodule Floor-planning Guidelines 

• Area constraints do not prevent a 
submodule from meeting Fmax. 

• Resource area overhead should be 
greater than 20%. 

• Tile aspect ratio is less important, but 2.0 
minimizes maximum wire delay. 

• Area constraints should not cross the 
central clock column. 
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Future Work 

• System Designs 
– Can we draw the same conclusions when we 

use hard macros in larger systems? 
– What is the impact of routing spill-over in 

system designs? 
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